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Technical reasons and scientific justifications
why additional resources are needed

The goal of this project is to produce 5 members of high-resolution oceanic reconstructions, using
the NEMO3.6 ocean model, driven by ERAS5 surface atmospheric forcings and assimilating sea
temperature and salinity at the surface from ORASS and 3D ocean temperature and salinity from
the EN4 analysis. The overall objective is to use this reconstruction to provide the initial conditions
for a decadal prediction system with EC-Earth3 in its high-resolution configuration.

As mentioned in the mid-project progress report, we encountered several technical issues when
setting up the experiment. In particular, we realised that we were using an outdated routine on the
ECMWF Cray XC40 HPC to save the initial conditions (IC), which are required for the next step of
the overall project. We produced a first member, which allowed us to realise that this routine
dedicated to saving the IC from the ocean-only experiment was generating IC files which were not
readable by the coupled version of the model used to make the predictions.

In the meantime, we corrected the ERAS precipitation forcing flux that we were wrongly imposing
to the reconstruction (see also the progress report).

Because of the aforementioned problems, we decided to produce again the first member and, in
parallel, we have launched 4 other reconstruction members, as initially planned, which differ from
each other only by the use of slightly different starting conditions and by perturbations introduced
in their corresponding atmospheric forcing. With a slightly lower consumption of cores per
simulated year (CPSY) than initially estimated and very few numerical errors, we were able to
produce almost all of our 5 members. However, with the initial allocation we will be unable to run
about 27 simulated years distributed over the last 4 members. To fully complete them, and thus be
able to produce initial conditions until the year 2021, we estimate that we need 27 years * 170000
SBU =4.59 M SBU computing hours, plus a 10% margin of error, for a total of 5 M SBU.
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